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Abstract—Speech is the way of communication among the 
human beings and speech recognition is most interesting area 
of research from last five decades. Speech recognition is the 
problem of pattern matching so classification is important 
part of speech recognition. To develop database Voice signals 
are sampled directly from the microphone. The proposed 
method is implemented for Marathi isolated word. 100 words 
are collected from Marathi language. ASR implemented for 
100 speakers give three utterances of 100 words.  The features 
from the signals are extracted using Discrete Wavelet 
Transforms (DWT) because they are well suitable for 
processing non-stationary signals like speech because of their 
multi- resolutional, multi-scale analysis characteristics. 
Speech recognition is a multiclass classification problem. So, 
the feature vector set obtained are classified using Artificial 
Neural Networks (ANN).  During classification stage, the 
input feature vector data is trained using information relating 
to known patterns and then they are tested using the test data 
set. 

Keywords- Speech Recognition, feature extraction, pattern 
matching, Discrete Wavelet Transform, Artificial Neural 
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I. INTRODUCTION 
Speech is the heart of human activity because it helps 

human to interact each other in more natural and effective 
way. [1] They express thoughts, feelings, and ideas by 
speech. So speech recognition has a great interest in 
research area. Speech recognition is the process to identify 
words or phrase from spoken language and convert into 
machine readable format. Speech recognition systems can 
be characterized by many parameters. The commonly used 
method to measure the performance of a speech recognition 
system is the recognition accuracy. Many parameters affect 
the accuracy of the speech recognition system.  

Speech is a multi-component signal with varying time, 
frequency and amplitude. Due to this variability, transitions 
may occur at different times in different frequency bands.[2] 

Very little work has been done for Indian languages 
compared to non Indian languages. Some work is done in 
isolated Bengali words, Hindi and Telugu. The amount of 
work in Indian regional languages has not yet reached to a 
critical level to be used it as real communication tool, as 
already done in other languages in developed countries. 
Thus, this work is focus on Marathi language only. [3] 
Marathi is an Indo-Aryan Language, spoken in western and 
central India. This paper describes the work of creation of 
Marathi database and speech recognition system for 
developed database. The names of medicinal plants in 
Marathi are collected to create database. 

This database can help in agriculture field as well as to 
medical students. The paper divides in to five sections. 
Section 1 gives Introduction, Section 2 describes the 
literature Review, Section 3 focuses on proposed 
methodology, Section 4 deals with Result and Conclusion 
followed by Section 5 with the References.  

II. LITERATURE SURVEY

Automatic Speech Recognition by machine is the most 
promising field of research. Speech is the heart of human 
activities, it describes the human behavior and so from past 
five decades research in Automatic Speech Recognition has 
attracted a great deal of attention. 

In late 1960 the ASR developed on a very small isolated 
word vocabulary with Acoustic Phonetic Approach. Atal 
and Itakura independently formulated the fundamental 
concepts of Linear Predictive Coding (LPC) which 
simplified the estimation of the vocal tract response from 
speech waveforms. In mid of 1970 the Pattern Recognition 
Approach apply for continuous speech recognition with 
large vocabulary proposed by Itakura, Rabiner and 
Levinson and others. In late 1980 the Artificial Neural 
Network introduced which works on very large vocabulary 
continuous speech. 

Today speech technology plays an important role in 
many applications. Speech technology has moved from 
research to commercial application. Many human machine 
interfaces have been invented and applied today in 
telephone food ordering system, telephone directory 
assistance, air port information system, ticketing system, 
restaurant reservation system, spoken database querying for 
novice users, “handsbusy” applications in medicine or 
fieldwork, office dictation devices, or even automatic voice 
translation into foreign languages  etc. Investigation has 
shown that more than 85% of people are satisfied with the 
capability of the information inquiring service system of 
speech recognition (Jiang, 2009). Such tantalizing 
applications have motivated research in automatic speech 
recognition since the 1950’s.  

III. METHODOLOGY

A. Database creation 

For building an Automatic Speech Recognizer (ASR) 
first step is creating a speech database which is set of 
textual words to be recorded from native speaker of 
Marathi language. The corpus contains100 isolated words 
in Marathi. The words are names of medicinal plants which 
growth in India. These words are uttered by 100 speakers 
of age ranging from 20 to 50 years from Aurangabad region. 
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Each speaker gives 3 utterance of each word. Each speaker 
given 300 speech samples and total number of speech 
samples becomes a 30,000. The samples stored in the 
database are recorded by using a high quality studio-
recording microphone. For recording the “praat” software 
and “Sennheiser PC360” and “Sennheiser PC350” headsets 
are used. The sampling frequency set to 16 KHz with mono 
sound and recorded sample stored in “.wav” file.  The 
PC360 and PC350 headsets have noise cancellation facility 
and the signal to noise ratio (SNR) is less. PRAAT is a very 
flexible tool for speech analysis. It offers a wide range of 
standard and non-standard procedures, including 
spectrographic analysis, articulatory synthesis, and neural 
networks. [4][5] This data collected from different sources 
like internet, medical students etc. Some of these are given 
in Table 1. 

TABLE I 
 MEDICINAL PLANTS 

Marathi name Botanical name 

चांगेरी Oxalis corniculata  

मंिजçठा Rubia cordifolia 

बेल Aegle  marmelos 

कडुिलबं  Azadirachta indica 

साजी पणीर् Desmodium gangeticum 

अशोका Saraka asoca 

गंध प्रसारनी Paederia foetida 

जांभूळ  Syzygium cumini  

िहगं  Ferula northax  

िजरे Jiraka - Cuminum cyminum 

 

B. Feature Extraction by DWT 

DWT is a relatively recent and computationally efficient 
technique for extracting information from non-stationary 
signals like audio. The main advantage of the wavelet 
transforms is that it has a varying window size, being broad 
at low frequencies and narrow at high frequencies, thus 
leading to an optimal time–frequency resolution in all 
frequency ranges [6]. DWT uses digital filtering techniques 
to obtain a time-scale representation of the signals. DWT is 
defined by 

Wሺj, Kሻ ൌXሺkሻ2ି
୨
ଶ

୩୨

ψሺ2ି୨n െ kሻ 

Where Ψ(t) is the basic analyzing function called the 
mother wavelet. In DWT, the original signal passes through 
a low-pass filter and a high-pass filter and emerges as two 
signals, called approximation coefficients and detail 
coefficients [7]. In speech signals, low frequency 
components h[n] are of greater importance than high 
frequency components g[n] as the low frequency 
components characterize a signal more than its high 
frequency components [8]. The successive high pass and 
low pass filtering of the signal is given by 

Y୪୭୵ሾkሿ ൌxሾnሿhሾ2k െ nሿ
୬

 

 

Yh୧hሾkሿ ൌxሾnሿ
୬

gሾ2k െ nሿ 

Where Yhigh (detail coefficients) and Ylow 
(approximation coefficients) are the outputs of the high 
pass and low pass filters obtained by sub sampling by 2. 
The filtering process is continued until the desired level is 
reached according to Mallat algorithm [9]. The discrete 
wavelet decomposition tree is shown in figure 1. 
 

 
Fig. 1 DWT Decomposition Tree 

 

DWT can be considered as filtering process achieved by 
a low pass scaling filter and a high pass wavelet filter. 
These transform decomposition separates the lower 
frequency contents and higher frequency contents of the 
signals.  The lower frequency contents provide a sufficient 
approximation of the signal while the finer details of the 
variation are contained in the high frequency contents. In 
the second stage of the decomposition, the lower pass 
signal is further split in to lower and higher frequency 
contents. In short, the wavelet decomposition can be 
referred to as a binary tree-like structure, with the left child 
representing the lower frequency contents, and then 
extension is linked to the left child. 

For isolated words recognition, a primary assumption in 
this work is that the phoneme information has been retained 
after splitting a single isolated word. As a result of the 
DWT decomposition of the given word, the higher 
frequency spectral part is separated from the lower 
frequency spectrum. As a rule of thumb, a sampling 
frequency of 16 kHz has been used. A first level 
decomposition provides the frequency contents of 0 − 4 
kHz and 4−8 kHz. A second level decomposition provides 
the frequency contents of 0 − 2 kHz, 2 − 4 kHz, and 4 − 8 
kHz. Similarly, a third level decomposition provides the 
frequency contents of 0−1 kHz, 1−2 kHz, 2−4 kHz, and 
4−8kHz.Once the distribution of the speech data for a 
particular isolated word over different frequency bands has 
been accomplished, the energy for each component of the 
signal in the different frequency bands is determined. 

An essential normalization is performed on the energy 
values of each frequency band, by the number of samples 
in the respective energy band. The average energies of the 
different bands are the features on which the classification 
is based. 
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C. Classification by ANN 

In machine learning and cognitive science, artificial 
neural networks (ANNs) are a family of statistical learning 
models inspired by biological neural networks (the central 
nervous systems of animals, in particular the brain) and are 
used to estimate or approximate functions that can depend 
on a large number of inputs and are generally unknown. 
Artificial neural networks are generally presented as 
systems of interconnected "neurons" which exchange 
messages between each other. The connections have 
numeric weights that can be tuned based on experience, 
making neural nets adaptive to inputs and capable of 
learning. 

ANNs are utilized in many applications due to their 
parallel distributed processing, distributed memories, error 
stability, and pattern learning and distinguishing ability. 
ANN is an information processing paradigm consisting of a 
number of simple processing units or nodes called neurons. 
Each neuron accepts a weighted set of inputs and produces 
an output [10]. Algorithms based on ANN are well suitable 
for addressing speech recognition tasks. Inspired by the 
human brain, neural network models use a number of 
characteristics such as learning, generalization, adaptively, 
fault tolerance etc. [11] 

 In this work, we are using the architecture of the MLP 
network, which consists of an input layer, one or more 
hidden layers, and an output layer. The algorithm used is 
the back propagation training algorithm. In this type of 
network, the input is presented to the network and moves 
through the weights and nonlinear activation functions 
towards the output layer, and the error is corrected in a 
backward direction using the well-known error back 
propagation correction algorithm. After extensive training, 
the network eventually establishes the input-output 
relationships through the adjusted weights on the network. 
After training the network, it is tested with the dataset used 
for testing. 
 

IV. RESULT  

DWT extracts the features of all speech samples stored 
in database and save in “.mat” file. Test file is taken from 
same database. Neural network is applied on test file for 
recognition. We get performance analysis by comparing 
each speech sample with each speech samples in database. 
It gives 60% accuracy (Out of 30,000 speech samples 
18,000 could be classified correctly and 12,000 out of 
30,000 could not classify correctly).     
 

V. CONCLUSION 

Develop a speech database and automatic speech 
recognition system of isolated words in Marathi language is 
the aim of this research. From this experiment conclude 
that NN is a powerful technique for classification and gives 
result very fast in development of Automatic Speech 
Recogniton.  
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